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Chapter 1. Introduction

This deliverable describes the main structure of the OCERA web site providing design
criteriaand organisation of the different sections.

The deliverable is completed with some statistics that give an idea about the success of the

web site. This statistical information resumes accesses, most popular documents and most
downl oaded components.
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Chapter 2. Web structure

2.1. Introduction

This section deals with how the OCERA web site has been organized and the project results
that can be accessed from this website.

Next a brief roadmap of the website is shown. The main axis is the download section, where
the main contributions of this project are publically accessible.

+ Information
+ What isOCERA?
- Partners
+ Technical support
+ Licenseissues
+ Links
+ News
+  Web datistics
+  Download
- Documents
« Ddliverables
«  Documentation
+ Technical reports
+ Dissemination
«  Components
+ Resource management components
«  Scheduling components
+ Fault-Tolerance components
«  Communication components
+ Distributions
«  Full releases
+ Partia releases
+ Tools
+ Test suites

Figure 1 OCERA website roadmap

Next sections detail the contents of each website part and how each part can be reached.

2.2. Web page structure

Each page of the web site has a common structure that eases the navigation process once the
user has came familiar with this structure.
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':EE-CERA Download Current section title

OCERA Home / Download

Documents

Deliverables
Documentation Deliverables: This section shows the public deliverables developed at the OCERA projsct.
Technical reports Documentation: This section contains main project documentation.

Dissemination Technical reports: List of technical reports written by OCERA partners.

Dissemination: This section contains the posters and leaflets describing the main features of the
| JOCERA project.

raning

Resource management Components

Scheduling

Fault-tolerance Training: Training and technical support

Communication Resource management: Development of resource management components

|Scheduling: Development of real-time scheduling components

Distributions Fault-tolerance: Development of fault-tolerance components
Full releases Communication: Development of communication components

Partial releases

| Distributions
Tools |
|' Test Suites Full releases: This section contains full releases of the OCERA environment.
Partial releases: This section contains partial/indspendent relsases dsveloped at the OCERA
kernel.
|] Tools
Loca I menu Test Suites: Test suites for OCERA components Pa g e con te n ts
@ OCERA Project. webmaster@ocera.org Foote r

Last update: Thu Nov 18 16:32:06 2004

Figure 2 Common structure of OCERA web pages

The Figure 2 shows the structure of a typical web page. This page is clearly divided in
several information areas:

« Header or Current section title: This area presents to the user the long title of the
current section inside the web site.

« Navigation path: This area offers direct access to current page parents in the website
tree.

+ Local menu: This menu offers direct access to the sections and subsection that can be
reached from the current page.

+ Page contents. On intermediate pages, this area shows a brief description of the sections
and subsections that are bellow in the website tree. On leaf pages, this area shows the
information corresponding to type of page (component details, documentation
information, etc.).

« Footer: this area simply shows the contact information for website issues and the last
modification date.

Once described the structure of a typical web page, next sections describe the main contents
that can be found through the OCERA website.

2.3. Main page

The main page of the OCERA website describes the main goals and achievements of the
project, and shows the latest news related to project. From the local menu the visitor has
access to the main sections of the website: information about the project and downloadable
results.
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2.4.

The Figure 3 shows the current state of the home page.

&CERA OCERA

OCERA Home

What is OCERA?
Partners
Technical support
License issues
Links

News

Web statistics

Documents
Components
Distributions
Tools

embedded developer.

¢ Hard real-time environment, a minimal kernel based on RTLinux-GPL that can be build jointly or

Project

separately fr om Linux.
# Soft real-time systems, a Linux environment incorporating Quality of Service management.
e Hard and Soft real-time systems, jointly the facilities of both environments.

Open Components for Embedded Real-time
Applications

OCERA permits the use of three profile components to build real-time applications:

SC F RGE
You can also find information about OCERA project at the SourceForge webpage

OCERA, that stands for Open Companents for Embedded Real-time Applications, is an European project,
based on Open Source, which provides an integrated execution environment for embedded real-time
applications. It is based on components and incorporates the latest tecniques for build embedded systems.

OCERA combines the use of two kernels, Linux and RTLinux-GPL to provide support for critical tasks
(RTLinux-GPL executive) and soft real-time applications (Linux kernel). Several components for both
environments have been developed to brings a innovative development and deployment platform to the

News

2004/11/16 OCERA stand at IST 2004 Exhibition in The Hague
2004/11/16 Web updating

2004/10/06 OCERA architecture used for HMI (Human Machine Interface) of Autogyro
2004/10/06 Mobile robot for distant learning of embedded systems using OCERA architecture

[more news ...]

@

OCERA Prgject. webmaster@ocera.org
Last update: Tue Nov 23 11:11:09 2004

Figure 3 OCERA home page

Proj ect information section

One of the main sections of this webpage is the information section. This section offers
visitors information about the project, including contact information, a more detailed
description of the OCERA project, technical support details (documentation and source,
online support and developers support), license issues related to developed software, related
links, full list of project-related news and a brief summary of website statistics.

{$CERA Partners

OCERA eme / rformazon

[ Universidad Politecnlca de Valencla

Sk e BV £ Coun .y Spar (FS)

R |

Shor name: 3354 Cotnzys taly (IT)

Crou Tochnica Univorsity in Pragms |

o nane: I Couny: E7sth Republic (i)

CENDRIVLIST/DISI

Skor: name: CZA e (ET)
[ UKICONTROIS ]

Counzy: 7

Shor: nane; US

Counicy: Czath Republic (C21
| MNIS |

Skors nare: MXIS Cotnwy: France (EG)

VISUAL TOOL8 SA |

Skorzname: VT Coun=ry: Gpar. (€3
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The Figure 4 shows two examples of pages from this section: partners information and web
statistics.

2.5. Download section

This is the most important area of the project website. From this section the visitor can
access to main results of the project. This page is the root of a full hierarchy of pages
describing the results, mainly documentation and software, that the user can download.

This section is subsequently organized in: documents, components, software distributions

and tools. A brief description of the items that compound each section are described in this
page, as Figure 5 shows.

& CERA Download

COCERA Home [/ Download

C LI | Documents
Deliverables
Documentation Deliverables: This section shows the public deliverables developed at the OCERA project.
Technical reports Documentation: This section contains main project documentation.
Dissemination Technical reports: List of technical reports written by OCERA partners.

Dissemination: This section contains the posters and leaflets describing the main features of the
OCERA project.

Training

Resource management Components

Scheduling

Fault-tolerance Training: Training and technical support

Communication Resource management: Development of resource management components

Scheduling: Development of real-time scheduling components
ribut; Fault-tolerance: Development of fault-tolerance components

Full releases Communication: Development of communication components

Partial releases

| TestSuites

[ Distributions

Full releases: This section contains full releases of the OCERA environment.
Partial releases: This section contains partial/independent releases developed at the OCERA
kernel.

| Tools

Test Suites: Test suites for OCERA components

® OCERA Project. webmaster@ocera.org
Last update: Thu Nov 18 16:32:06 2004

Figure 5 Download section

Documents

All the documents elaborated at the OCERA project or by the project partners on OCERA
related issues are included and accessible from this section.

The available documents are organized as follows:

+ Dédliverables: This section shows the public ddiverables developed at the OCERA
project. This section organized the prohject documentation chronologically.

« Documentation: This section contains main project documentation organized by
categories. RTOS analysis, architecture, market analysis, resource management,
scheduling, fault-tolerance and communication

« Technical reports: List of technical reports written by OCERA partners.

« Dissemination: This section contains the posters and leaflets describing the main
features of the OCERA project.
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$@CERA Deliverables

OCERA Home / Download / Documents / Deliverables

Deliverables ‘ Deliverables ‘

MS 1: First review
Ms econd review Deliverables

the Milestone

rst review. Prague. November 12, 2002

MS 3: Milestone MS 3
MS 4: Third review ‘Workpackages: RTOS state of the art analysis (WP1), Architecture specification (WP2),
Z Market analysis (WP3), Dissemination and implementation (WWW) (WP11)
and Assessment and evaluation (WP12).
RTOS e Deliverables: RTOS analysis (D1.1), Architecture and Compenents integration (revised)
STyl (D2.1), Feedback from RTOS users (revised) (D3.1), Functionality not

Architecture

Market analysis
Resource management
Scheduling
Fault-tolerance

Communication Month: ."QF . &

“@’CERA Milestone 2: Second review
Technical reports
RTOS analysis Workpack
Architecture

Scheduling

available in open RTOS (D3.2), New approaches from academia (D3.3),
Project presentation and initial web site (D11.1), Web site specification
(D11.2), Web site implsmentation (D11.3), Dissemination and Use Plan
(M11 &) and Aceesemant and avalinatinn nlan (revicad) (M19 11

OCERA Home / Download / Documents / Deliverables / Second review (MS 2)

Deliverables \ Deliverables for the Milestone 2. Second review. \

MS 1: First review

ey
Dissemination MS 3: Milestone MS 3
o Contents: e Platform analysis completed, design of OCERA components completed.

o First OCERA components prototype available.

Posters Deliverabl
Leaflets

Documentation Month: 12

100 Y4300 Y¥300 YHID0 Y3300 VY30 VY30 VAI20 Y330 YAID0 V300 YHIJ0 Y30 Ya3D0 YHI00

=)
a8
2
g
o
o
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]
]
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o
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b
g
3
% RTOS analysis ‘WP4: Development of resource management components Month
g 1:/[[:!1‘}(!;?‘:::;18 Sl D4.1: Design of resource management components 9 [PDF]
% | Resource ‘management | D42_rep: Resource management components VL 12 [PDF]
< Scheduling 'WP5: Development of real-time scheduling components Month
m Fault-tolerance
Fd S DT Design of scheduling components 9 [PDF]
£ | communication 5
o1 D5.2_rep: Scheduling components V1 12 [PDF]
Month: § Technical reports ‘WP6: Development of fault-tolerance components Month
=1 RTOS analysis D6.1: Design of fault tolerance components 9 [PDF]
& (archimoio : Fault tolerance components Vi 12 [PDF]
5 Scheduling [20: 2 rapiiaan 2
9 ‘WP7: Development of communication components Month
g D7.1: Design of communication compenents 9 [PDF]
8 D7.2 rep: Communication components V1 12 [PDF]
- ‘WP8: Integration phase Month
8 D8.1: Integration plan 12 [PDF]
2 ‘WP9: Validation on platform Month
8 D9mm.1: Multimedia application requirements and platform analysis el [PDF]
2 D9pc.1: Process control application requirements and platform analysis 9 [PDF]
5 D9rb.1:  Robotic application requirements and platform analysis 9 [PDF]
- 10: Training and technical support Month
5 D10.1 Bug tracking system specification 9 [PDF]
4 D10.2:  CVS server specification 9  [PDF]
o

Figure 6 Deliverables web pages
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@'CERA Documentation

OCERA Home / Download / Documents / Documentation

Deliverables ‘ Documentation ‘

MS 1: First review

N 22 socndlbon o

MS 3: Milestone MS 3
MS 4% Thite raviaw RTOS state of the art analysis

o
o

s

4

g8

=

a

»

=

Q

o

=

=

2

8

z + RTOS analysis [PDF]
2 Architecturs specification

% RTOS analysis e Architecture and Components integration (revised) [PDF]
o Architecture Market analysis

o Market analysis

S s « Feedback from RTOS users (revised) [BDE]
2 Scheduling s Functionality not available in open RTOS [PDF]
= Eaultftolgragce + New approaches from academia [PDF]
= ommurnication "

9 + Set of recommendations [PDF]
E Technical reports Development of resource management components

2 RTOS analysis » Design of resource management components [PDF]
m Architecture e Resource management components V1 [PDF]
= Scheduling o .

o o Definition of new RM functionalities [PDF]
a

g s it e + Resource Managelment Campgnents V2 [PDF]
o Posters Development of real-time scheduling components

E Leaflets » Design of scheduling components [PDF]
- » Scheduling components V1 [PDF]
.’3 e Definition of new scheduling functionalities [PDF]
; » Scheduling Components V2 [PDF]
E Development of fault-tolerance components

g + Design of fault tolerance components [PDF]
= + Fault tolerance components V1 [FDF]
; e Design of new fault-tolerance facilities [PDF]
E e Fault Tolerance Components V2 [PDF]
; Development of communication components

=] + Design of communication components [PDF]
b

o + Communication components V1 [PDF]
2 + Design of new communication drivers [FDF]
= —

)S » Communication Components V2 [PDF]

Figure 7 Documentation web page
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®'CERA Technical reports

OCERA Home | Download / Documents / Technical reports
‘ RTOS state of the art analysis ‘

RTLinux versus RTAL
Author(s): Ismael Ripoll (UPVLC).

Description: In this document | have tried to put together the most relevant (in my opinion)
characteristics of RTLinux and RTAL I did my best, but [ know there may be
. errors... this document do not intend to be the last word on this issue.
RTOS analysis
Architecture Keywords: Real-Time Linux, RTAI POSIX [more ...]

Market analysis
Resource manag: WA=
r

nrae. - WCERA Architecture specification

Fault-tolerance
OCERA Home / Download / Decuments / Technical reports / Architecture

Communication
Deliverables \ Architecture specification \

Deliverables
MS 1: First review

MS 2: Second review
MS 3: Milestone MS 3
MS 4: Third review

8
m
a
>
o
a
a
>
2
a
s
=}
a
a
@

Documentation

20 YH3I20 VY

=]
b1
m
5
[+]
a

Technical reporf]

RTOS analysis

5
grﬁhiitefture 9| MS 1;First review
A N ; MS 2: Second review OCERA architecture and componen
~ | MS3:Milestone MS 3 i 7
e A | MS 4: Third review Author(s):  Ismael Ripoll (UPVLC), Alfons Crespo (UPVLQ), Adrian Matgllanes (VT), Zdenek
Posters 3 Hanzalek (CTU), Agnes Lanusse (CEA) and Gluseppe Lipari (SSSA).
Leaflets : _ Participants: Universidad Politecnica de Valencia, VISUAL TOOLS S.A.,, Czech Technical
fa Dn University in Prague, CEA/DRT/LIST/DTS! and Scuocla Superiore S. Anna.
; 7 Description: This document dsfines the component model used in the OCERA project, and

Architecture

Market analysis the OCERA software architecture. It also describes the different components

the OCERA praject will produce and how these components fit in the software

4320 V¥3ID0 VHID0 YHIDO0 VHIDO0

< | Resource management ;

o | Scheduling architecture.

E Fault-tolerance Keywords:  Real-Time Linux, Software architecture, software components [more ...]

> | Communication

o

7 . . OCERA white paper

kil Technical reports .

= RTOS analysis Author(s):  Alfons Crespo (UPVLC) and Ismael Ripoll (UPVLC).

% | Architecture Participants: Universidad Politecnica de Valencia.

Scheduling Description: This document describes a general scope of the OCERA components detailing

the project goal, provides guidance in understanding its us to produce different

Dissemination kinds of real embedded real-time systems and the license criteria.

Posters Keywords:  Linux, Real-Time Linux, Software architecture, Software components,
Leaflets POSIX, Embedded systems [more ...]

O vH3ID0

Figure 8 Technical reports web pages

@ CERA Dissemination

[=]
o)
&
S OCERA Home / Download / Documents / Dissemination
m
(3l Deliverables [ Dissemination |
o MS 1: First review
5 | MS3: Milestone MS 3 i e
© | MS 4: Third review =
+ Stand Alone RTLinux [PDF]

+ OCERA in BusyBox [PDF]
RTOS analysis T oion T ol il Em e rmm
"P
‘o> G
%ICERA Posters -

Architecture
Market analysis

Posters Architecture

blorket ann yuis system is monitored using RTTerminal component.

g

=)

g

m Q

-4 Resource manage .

S | Scheduling £

m Fault-tolerance 5 ©OCERA Home / Download / Documents / Dissemination / Posters

g icati m

2 Communication Bl Deliverables ‘ Posters ‘
" - y 2 MS 1: First review

[l Technical reurt % MS 2: Second review Documents

Q RTOS analysis a MS 3: Milestone MS 3 . =

o | Architecture | MS 4: Third review Title: Stand AlonoRTLInLE

5 Scheduling & Description: This demo checks the correct behavior of the Stand Alone RTLinux component,
g Fll Documentation which is a portmg of the RTLlnux—GPJ_. executive to a bare machine. saRTL do
¥ Bissarmination n RTOS analysis not need Linux to operate. The goal is to develop a water tank control

= 2 s aplication to run in a bare machine with saRTL. The evolution of the simulated
)

2

)

a

LR Resource management | Document: SARTL.pdf [PDF] (445.1 KB ; 16/11/04)
=] Scheduling N N
o (=] Fault-tolerance Title: OCERA in BusyBox
g s Communication Description: This demo checks the integration of the components into a complete working
2 2 Real-Time System with a Linux application interface
'Q ;: Technical reports Document: conf_tool.pdf [PDF] (332.2 KB ; 18/11/04)
o g RTOS analysis R R . . . .
a o Architecture Title: Design FT Application with FT Builder
2 5 Scheduling Description: This demo shows the utilisation of the FT Buildsr component/tool which builds
o 2 and generates a FT application model. The proposed application is a fault
8 = tolerant simulated robotic application named fthaptic .
g o Document: ftbuilder.pdf [PDF] (457.7 KB ; 18/11/04)
Title: Fault Tolerance fthaptic application

Description: This demo checks online fault tolerance abilitieson the fthaptic application
stressed by thread kill events. The goal is to verify that continuity of service is
provided in presence of faulty events. The application mode changes and the
ft-task behaviors switch when a faulty event occurs.

Document: fthaptic.pdf [PDF] (445.4 KB ; 18/11/04)

2 V¥320 ¥H300 V¥

Figure 9 Web pages with dissemination material
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Figures 6, 7, 8 and 9 show some examples of document section web pages. In these pages,
associated to each document, a detailed information about the authors, participants,
description, keywords, document size and date of modification can be found.

Components

Components section is the barebone of this website. From this page a full description and
detailed information of any software component developed in the OCERA project can be
found. The components web page shown in Figure 10 show a full list of available
components, together with the current component status and version information.
Components are organized by working packages, giving rise to four main subsections:
Resource management, Scheduling, Fault-Tolerance and Communication components.

$CERA Components =

OCERA Home / Download / Components

\ | |

| POSIX Streams |

Sample components \

POSIX Streams

. 1 Design 0.1
Generlc Scheduler patch :
Preemption+RTLinux patch fdeaiad JIgk ]
RTLinux APl on Linux
QoS Manager [ Resource management components
Linux/CBS Scheduler
) L Generic Scheduler patch for Linux kernel Beta 1.0-1
ggg%ﬁ:;%?f%ﬁggg; Preemption Compiatlbihty patch fo.r Linux and RTLinux Alpha 1.0-1
POSIX CPU Clocks RTLinux compatibility library for Linux Alpha 1.0-1
POSIX Barriers Quality of Service Manager for Linux Alpha 1.0-1
POSIX Message Queues Constant Bandwith Server (CBS) for Linux Beta 1.0-1
POSIX Signals i 5
POSIX Timers [detailed list ...]
POSIX Trace
RTLinux/CBS Scheduler ‘ Scheduling components
GNAT for RTLinux
RTLinux ide/fs
RTLinux Terminal - - :
RTLinux UDE/IP Application-defined Scheduler 0.2-1
Stand-Alone RTLinux Doubly Indexed Memory Allocator 1ble 123.2
POSIX Execution-Time Clocks Testing 0.1-1
£ POSIX Barriers Testing 0.1-1
gg ‘égg?ﬁ:fiﬂ LTIl POSIX Message Queues Testing 0.2°1
POSIX Signals tabl 0.2-1
= « 3 POSIX Timers 0.2-1
CANopen device . POSIX Trace 1.0-1
Sﬁ?ﬁgiﬂ‘ggﬁ?&"omtor Constant Bandwith Server (CBS) Scheduler in RTLinux 0.1-1
RT Ethernet Analyzer GNAT (Ada 85 compiler) porting to RTLinux able 18
ORTE RTLinux ide/filesystem driver Testing 0.3-1
ég‘&lx CAleDrlver RTLinux Terminal Testing 0.1-1
mode :
Verification of RTOS RTLinux UDP/IP Testing 0.1-1
Stand-Alone RTLinusx tabl 2.0

[detailed list ...]

Figure 10 Components section

From this page several pages with different levels of description can be reached. Figure 11
shows a more deatiled list of scheduling components with a brief descrption of each
component, some keywords, current version and status information.

If a more detailed description is required, the concrete component web page is shown. This
web page contains al the component information about that component, as shown in Figure
12. This information includes the previously shown description with additional information
about developers, involved partners, related workpackage, documentation where the
component is described, software licenses, processor and operating system platforms and a
list of dependencies with other components.

A link to the source code is also provided in this page, including a local copy of the
component and a link to the component's directory at the sourceforge CV'S.

OCERA 1ST 35102 12
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$CERA Scheduling components

OCERA Home / Download / Components / Scheduling

320 YH¥3D0 Y300 Y320 YHIJ0 vH3IO0 VHID0 YHIO0 w300 VH3D0 vHID0 Y3J0 YHID0 VH3Id0 v

POSIX Streams

Resource management

Generic Scheduler patch
Preemption+RTLinux patch
RTLinux API on Linux

QoS Manager

Linux/CBS Scheduler

Scheduling

Application Scheduler
Dyn Memory Allocator
POSIX CPU Clocks
POSIX Barriers

POSIX Message Queues
POSIX Signals

POSIX Timers

POSIX Trace
RTLinux/CBS Scheduler
GNAT for RTLinux
RTLinux ids/fs

RTLinux Terminal
RTLinux UDP/IP
Stand-Alone RTLinux

Fault-tolerance

FT Application Monitor
FT Controller

Communication
CANopen device
CAN/CANopen monitor

| Scheduling components ‘

Application-defined Scheduler

Description: Application-defined scheduling (ADS for short) is an application program
interface (API) that enables applications to use application-defined
scheduling algorithms in a way compatible with the scheduling model
defined in POSIX. Several application-defined schedulers, implemented as
special user threads, can coexist in the system in a predictable way. The
application defined scheduler in RTLinux is a key facility which will help in
the adoption of the already available scheduling theory.

Keywords: Real-Time, POSIX, scheduling

Status: Stable

Version: 0.2-1 [more ...]

Doubly Indexed Memory Allocator

Description: This compeonent provides dynamic memory allocation with real time
characteristics (malloc and free). The allocator implemented in this
component is a new algorithm specially designed with the aim of obtaining
bounded response time. The new algorithm is called TLSF Two Level
Segregated Fit (the first versions were called DYDMA). It is based on the
use of a pure segregated strategy. See [Paul 85] for an exhaustive
taxonomy and review of existing DSA algorithms. The code is provided as a
library that can be compiled to be used in several environments: Linux
kernel, RTLinux, and Linux applications.

Keywords: Real-Time, Dynamic Memory, DIDMA, malloc, free

Version: 1.3.2 Status: Stable

POSIX Execution-Time Clo

Description: When performing a schedulability test, scheduling analysis relies on a
known worst-case execution time (WCET). Nevertheless, estimating WCET
is a difficult task due to the different execution paths within a program and
today's computer architectures. Without bound on executicn time, a task

[more ...]

Figure 11 Scheduling components

$’CERA POSIX Signals

OCERA Home [/ Downlecad / Components / Scheduling / POSIX Signals (0.2-1)

aining [ POSIX Signals
POSIX Streams

¥300 Y¥3ID0 VY300 Y300 YH3D0 VH3D0 YH3ID0 VHID0 YH3ID0 YHID0 Y300 Y300

) Y4300 VH320 Vi3,

2
e

Generic Scheduler patch
Preemption+RTLinux patch
RTLinux API on Linux

QoS Manager

Linux/CBS Scheduler

Scheduling

Application Scheduler
Dyn Memory Allocator
POSIX CPU Clocks
POSIX Barriers

POSIX Message Queues

Keywords: Real-Time, POSIX, Signals

Description: Signals are an integral part of multitasking in the UNIX/POSIX environment.
Signals are used for many purposes, including exception handling (bad
pointer ac- cesses, divide by zero, etc.), process notification of asynchronous
event occurrence (timer expiration, IfO completion, etec.), emulation of
multitasking and interprocess communication. This component (package)
provides POSIX signal implementation. It does not support real-time POSIX
signals, but classic UNIX(r) signals. POSIX standard does not provide a clear
description of how signals should be handled in a multi-threading
environment. We tried our best to provide an implementation as close as
possible to the standard.

General information

POSIX Signals Author(s): Josep Vidal (UPVLC) and Fidel Gonzalez (UPVLC)
Eggg $1mers Participants: Universidad Politecnica de Valencia
race .
RTLinux/CBS Scheduler Workpackage: Development of real—tlmg scheduling components (WP5)
GNAT for RTLinux Deliverable: Component documentation can be found in deliverable D5.2_rep
RTLinux ideffs Licenses: MPL, GPL, LGPL and CeCill (Multiple license issues)
RTLinux Terminal Current version: 0.2-1
RTLinux UDP/IP n Stable
Stand-Alone RTLinux Shatiss otabls
Hardware: Processor: Independent
Fault-tolerance Platform: RTLinux: 3.2prel

FT Application Monitor
FT Controller

Communication

CANopen device
CAN/CANopen monitor
Virtual CAN API

RT Ethernet Analyzer
ORTE

Linux CAN Driver

CAN model
Verification of RTOS

Dependencies: RTLinux(3.2prel)
Current version: 0.2-1 [psignals-0.2-1.tgz] [src] [CVS at SourceForge]
Previous versions: [0.2]

Note: This component cannot be used directly. It has to be used within
OCERA framework. Sources are provided only for documentation and
portability purposes.

Status codes: Analysis >> Design >> Alpha >> Beta >> Testing >> Stable

Figure 12 POS X Sgnals description page
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Distributions

Tools

As afinal result of the development performed at the project and after an the correponding
integration phase, a full OCERA framework distribution has been obtained. This framework
allows to take advantage of al the new developed real-time components in an integrated
manner. The OCERA framework can be obtained from the distributions web page.

Also a small number of developments that can be used in a standalone manner has been

made accessible from this page under the name of partia releases. The Figure 13 shows the
web page of this section.

®CERA Distributions

OCERA Home / Download [ Distributions

] | | Full releases |

\ ases
OCERA 1.0

OCERA 1.0
[detailed list ...]

SA-RTLinux
TLSF allocator
LinCAN driver

\ Partial releases

Stand-Alone RTLinux (2.1-prel)

TLSF dynamic storage allocator (1.3.1)

Linuwx/RT-Linux CAN Driver (0.3-rcl)
[detailed list ...]

Figure 13 Distributions section

If one of these distributions is selected afull description of the contained software is shown.
These pages present a description of the software and its main features, together with the
services and provided capabilities, execution platforms and supported programming
languages. An example of the OCERA framework distribution can be found in Figure 14.

This section only contains a preliminary version of the OCERA test suite that was integrated
into the OCERA distribution. Some software monitors and development tools included as
software component in the fault-tolerance and communication sections can also be placed
here in anear future.
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$CERA Full releases

OCERA Home [ Download / Distributions / Full releases

Full releases \ Full releases
OCERA 1.0

OCERA 1.0
Partial releases EEeToll- NIt Open Source project which provides an integrated execution environment for embedded
SA-RTLinux real-time applications . It is based on components and incorporates the latest tecniques for build

TLSF allocator embedded systems.
LinCAN driver

The platform characteristics of this release:

Provides: Linux kernel 2.4.18 with several improvement patches: High resolution
timers, big physical area, low latency, preemptable, generic scheduler,

1with several

sues, tracing,

° resource

330 VH320 YH3ID0 VH3IO0 VH3ID0 YH3d0

&

@& CERA OCERA 1.0

OCERA Home / Download / Distributions / Full releases / OCERA 1.0
OCERA 1.0 |

Full releases

[more ...]

Description
Partial releases OCERA is an Open Source project which provides an integrated execution environment for embedded
SA-RTLinux real-time applications . It is based on components and incorporates the latest tecniques for build
TLSF allocator embedded systems.
LinCAN driver

OCERA combines the use of two kernels, Linux and RTLinux-GPL to provide support for critical tasks
(RTLinux-GPL executive) and soft real-time applications (Linux kernel). Several components for both
environments have been developed to brings a innovative development and deployment platform to
the embedded developer.

Main features

The OCERA kernels incorporate componsnts for building scalable, reliable and innovative real-time
applications. The main features that are provided are:

+ A POSIX compliant OCERA RTLinux-GPL kernel.

o Application defined scheduling. The user can define its own scheduling policy at thread level.

« Constant bandwith server (CBS) to control the soft real-time application execution.

+ Fault tolerant mechanisms. It permits to handle fault situations and define degraded tasks
associated to fault task.

» Full range of communitations software options such as RT-Ethernet, CAN, etc.

» POSIX tracing facilities and Metrics component which permits to obtain high level traces of the
system.

Platform characteristics

Provides: Linux kernel 2.4.18 with several improvement patches: High resolution
timers, big physical area, low latency, preemptable, generic scheduler,
CBS scheduler, etc.
RTLinux executive 3.2-prel augmented with several new POSIX facilities:
Timers, signals, barriers, message queues, tracing, and dynamic memory;
also includes EDF scheduler and SRP resource protocol.

Architectures: X86
PPC

Programming languages: ANSI C (GCC)
Ada 95 (GNAT)

Download
OCERA version: ocera-1.0.0 (94243.6 KB ; 18/11/04)

FH3J0 YHIDO0 VHIDO VHIIO YHII0 VHID0 VHII0 VHIDO0 VHIDIO0 YHIDO0 VHII0 VHII0 VHID0 VHID0 VHII0 YHIDO0 VHIDO0

Figure 14 Full OCERA distribution page
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Chapter 3. Dissemination indicators

The OCERA web site was designed for dissemination purposes, so the success of this goa
can be, at this moment, evaluated in terms of number of accesses to the different parts of the
web. Of course, thisis not a criteriafor the evaluation of the project, it is only aindicator of
the success or not of the dissemination process using the web. We concentrate the analysisin
the period January-July of 2003 because ii is the period when the information was more
mature.

Several indicators can be used to analyze the results:

« General statistics

 Average hits per month

+ Geographica location for the visitors

«  Number of downloads and most requested files
+ OCERA in Goggle

3.1. General statistics

Thisisasummary of the web reporting.

ltem Value

Summary Period Dec 29 2002 to Feb 1 2005
Requests Received 744761

Bytes Transmitted 22.89 gigabytes

Average Reguests Received 1022

Average Bytes Transmitted 32.16 megabytes

Tota days 729

The following figures show the evolution of OCERA web site impact in transferred
kilobytes and requests per day.
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Average requests per day

2003-Jan
2003-Feb
2003-Mar
2003-Jun
2003-Oct
2003-Nov
2003-Dec
2004-Jan
2004-Feb
2004-Mar
2004-Apr
2004-Jun

2004-Jul
2004-Oct
2004-Nov
2004-Dec
2005-Jan

3.2. Geographical location for the visitors

The following table shows the domain distribution of the users. Only the top 30 domains

have been listed.

Domain Name Requests % M egabytes %
Commercial (.com) 408632 23,58 5526,29 54,87
Network (.net) 66258 13,22 3099,77 8,89
France (.fr) 12098 4,96 1163,06 1,62
Spain (.es) 11295 7,46 1747,66 1,52
Czech Republic (.cz) 9829 1,90 445,36 1,32
Portugal (.pt) 9027 2,66 624,63 1,21
Italy (.it) 8868 2,34 547,68 1,19
Germany (.de) 7565 3,87 907,11 1,01
China (.cn) 5476 0,49 115,69 0,74
Japan (.jp) 5137 1,68 393,31 0,69
Educational (.edu) 5133 1,11 259,81 0,68
Lithuania (.It) 4279 1,16 272,7 0,57
India (.in) 3711 0,62 144.,8 0,50
Poland (.pl) 3443 1,96 458,48 0,46
Netherlands (.nl) 3179 0,62 146,38 0,43
Switzerland (.ch) 2663 0,29 68,48 0,36
Brazil (.br) 2405 0,41 96,57 0,32
Canada (.ca) 2184 0,38 88,73 0,29
Sweden (.se) 2102 0,86 201,33 0,28
Australia (.au) 2090 0,38 88,97 0,28
Mexico (.mx) 1837 0,26 60,73 0,25
Belgium (.be) 1742 1,02 239,05 0,23
Austria (.at) 1583 0,39 92,11 0,21
United Kingdom (.uk) 1437 0,35 82,94 0,19
Russian Federation (.ru) 1417 0,37 87,07 0,19
Korea (South) (.kr) 1328 0,23 53,1 0,18

3.3. Number of downloads and Most requested files

To detect which are the most interested documents downloaded, next table shows the list of
the top 30 documents (pdf documents) sorted by the number of hits.
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Document path Hits

/archive/deliverables/ms1-month6/WP1/D1.1.pdf 3541
/archive/deliverables/ms1-month6/WP2/D2.1.pdf 3084
/archive/deliverables/ms1-month6/WP3/D3.2_Not_in_Open_RTOS/D3.2.pdf 1595
/archive/upvic/public/reports/architecture/Arch_db.pdf 1416
/archive/deliverables/ms2-month12/WP5/D5.1.pdf 1154
/archive/deliverables/ms1-month6/WP3/D3.3_New_Approaches/D3.3.pdf 1123
/archive/deliverables/ms2-month12/WP5/D5.2_rep.pdf 1086
/archive/deliverables/ms2-month12/WP7/D7.1.pdf 926
/archive/deliverables/ms1-month6/WP3/D3.1_Feedback/D3.1.pdf 920
/archive/upvlic/public/reports/whitepaper/whitepaper.pdf 892
/archive/deliverables/ms2-month12/WP9/D9pc1l.pdf 847
/archive/deliverables/msl1-month6/WP11/D11.1/D11.1.pdf 824
/archive/deliverables/ms2-month12/WP9/D9rb1.pdf 696
/archive/deliverables/ms3-month18/WP10/D10.3.pdf 645
/archive/upvlic/public/reports/memory-protection/memory-protection.pdf 616
/archive/deliverables/ms4-month24/WP11/dissemination.pdf 590
/archive/deliverables/ms3-month18/WP5/D5.3.pdf 572
/archive/deliverables/ms2-month12/WP10/D10.2.pdf 568
/archive/deliverables/ms2-month12/\WP4/D4.1.pdf 559
/archive/deliverables/ms4-month24/\WP5/D5.4.pdf 554
/archive/deliverables/ms1-month6/WP12/D12.1_Assesment/D12.1.pdf 532
/archive/deliverables/ms3-month18/WP10/D10.4.pdf 531
/archive/deliverables/ms2-month12/WP4/D4.2_rep.pdf 524
/archive/deliverables/ms2-month12/WP7/D7.2_rep.pdf 515
/archive/deliverables/ms2-month12/WP9/D9mm1.pdf 505
/archive/deliverables/ms4-month24/\WP7/D7.4.pdf 504
/archive/deliverables/ms2-month12/WP6/D6.1.pdf 493

With respect to the components, next table shows the number of downloads of maost popul ar
components that are distributed in the OCERA web site. Other components (as POSIX
Timers, POSIX Signals, etc) areincluded in the new release of the GPL RT Linux.

[archive/ctu/public/components/lincan/lincan-0.2.tgz 237
/archive/ctu/public/components/candev/candev-0.91.tgz 218
[archive/tools/test/Itp-full-20031002-ocera.tgz 164
farchive/ctu/public/components/canmon/canmon-0.99.tgz 163
/archive/upvlic/public/components/appsched/appsched-0.2-1.tgz 163
[archive/upvlic/public/components/pmqueue/pmqueue-0.2-1.tgz 155
[archive/upvic/public/components/rtignat/rtignat-1.0.tgz 148
[archive/sssa/public/components/pcomp/pcomp-1.0-1.tgz 143
[archive/upvic/public/components/sa-rtl/sa-rtl-2.0.tgz 142
/archive/ctu/public/components/canvca/canvca-0.90.tgz 137
[archive/ctu/public/components/ethdev/ethdev-0.1.tgz 129
[archive/upvic/public/components/ptimers/ptimers-0.2-1.tgz 125
[archive/upvlic/public/components/ptrace/ptrace-1.0-1.tgz 119
/archive/ctu/public/components/ethdev/ethdev-0.2.2.tgz 117
[archive/ctu/public/components/lincan/lincan-0.1.tgz 116
[archive/sssa/public/components/qmgr/gmgr-1.0-1.tgz 115
[archive/sssa/public/components/qglib/glib-1.0-1.tgz 112
[archive/upvic/public/components/rtichs/rtichs-0.1-1.tgz 111
[archive/upvic/public/components/psignals/psignals-0.2-1.tgz 110
[archive/sssa/public/components/qgres/qres-1.0-1.tgz 102
[archive/ctu/public/components/canvca/canvca-0.01.tgz 100
[archive/upvic/public/components/dynmem/dynmem-0.70-1.tgz 99
[archive/sssa/public/components/gensched/gensched-1.0-1.tgz 90
/archive/ctu/public/components/canmon/canmon-0.01.tgz 85

It has to be taken into account that some of these packages appear more than once, but with
different version numbers.
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3.4. OCERA in Google

One important indicator is the visihility of the project through the Google motor. Several
search strings have been searched in Google in order to look the position to any OCERA
reference. Next table shows some of the results of the search using general or specific

strings.

Sear ch Pattern Position  Number of references
Open Components 1 17000000
Open Real-Time Components 1 2620000
Embedded Real-time Applications 1 3220000
Resource Management components 1 6610000
Real-Time Scheduling components 1 719000
Fault-Tolerance components 1 424000
Real-Time Communi cation components 1 2260000
Embedded RTLinux Applications 3 14200
Real-Time components for embedded systems 1 1430000
POSIX Timers 2 55700
POSIX Signals 2 156000
POSIX Barriers 1 16000
POSIX Message Queues 2 64100
Real-Time Memory Allocator 1 24800
CANOpen device 1 35300
RT Ethernet 1 261000
CBS Scheduler 1 12200
Application Defined Scheduler 1 310000
Linux CAN driver 4 5840000

Date of thisinformation: 22/02/2005

3.5. OCERA reaultsin external websites

Some of the OCERA project results has been aso published in other developers websites.
This section presents a brief summary of access statistics in such external websites.

The Universidad Politecnica de Vaencia maintains another website, “RTPorta”, that is
devoted to RTLinux developments. In this website, some of the components developed in
the OCERA project have been aso made available. Some of this components are: EDF +
SRP scheduler, POSIX Trace, POSIX Signals, POSIX Timer, RTL-Linux wait queues, Ada
for RTLinux, Stand-Alone RTLinux, RTLide + RTLfs and the TLSF alocator.

The following table shows information about some of this components in the RTPortal web-
site.
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Component Hits

Ada for RTLinux

TLSF Memory Allocator
POSIX Timers

EDF + SRP scheduler
POSIX Signals

RTL ide + fs

RTLinux Stand-Alone

200
155
54
37
34
26
25

Some of the communication components has also been offered through the “freshmeat.net”
web site (http://freshmeat.net/projects/lincan). Linux CAN driver has gained some populari-
ty since its publication in this website, and there are an increasing list of contributors and in-
terested companies on testing is capabilities. To obtain statistics from this website are quite
complicated, because only maintains the very last accesses.

Also there is alist of industry who have shown interest and have donated hardware to help
the development of LinCAN:

BFAD GmbH & Co.KG
PIKRON Ltd.
Unicontrols a.s.
Kvaser AB

Artificial Vision and Intelligent Vision Lab
Dipartimento di Ingegneria déell'Informazione
Universita degli Studi di Parma
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http://www.bfad.de/

http://www.unicontrols.cz/

http://www.kvaser.com/

http://vislab.ce.unipr.it/

20



