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Abstract 

Current trends in the development of industrial 
applications enforce the use of wireless networks to 
communicate the system nodes mainly to increase 
flexibility and reliability of these applications and to 
reduce the implementation cost. However, in control 
applications, as consequence of the latency and jitter 
generated by the network, not always the results 
achieved by the experimental results and desired 
performance are coherent. This is due to the imprecise 
models for system analysis and design used and the non 
appropriated validation methods and platforms to 
support these models. Therefore this paper presents a 
method to achieve an optimal system configuration in 
order to fulfil the desired performance in control 
applications with a significant energy saving and 
minimum delay. 

 

1. Introduction 

As a consequence to the increasing complexity of 
control systems, most of activities have been distributed 
over different nodes, where control loops are closed 
through a communication network. These systems are 
called Networked Control Systems (NCS). The 
implementation of NCS also reduces the impact of 
failures in a system component and facilitates the 
diagnosis, maintenance and traceability processes. 

The MAC (Medium Access Control) algorithm used 
by the network characterizes the latency and jitter 
occurred during the transmission period. It produces 
discrepancy between experimental and simulation 
results. This is because imprecise models for analyzing 
and designing these systems are used, and to make use of 
inadequate validation methods and platforms that do not 
support the used models. The use of wireless networks to 
communicate the system nodes enables the development 
of new applications on wireless sensors and actuators 

networks (WSAN), which increases the application 
flexibility and reliability, at the same time its impact on 
the implementation cost reduction is significant. 

In these applications the functions sensor, controller 
and actuator are distributed on the system nodes. As a 
result of physical connections of some nodes with the 
system, some functions will have a pre-assigned 
location, like sensor and actuator. While the other 
functions are assigned to any node according criteria 
related to fulfilment of time constraints, optimize the 
power consumption, minimizing latencies in the system, 
among others. 

Consequently, to limited resources in nodes and the 
constraints imposed by applications, it is needed to 
develop methods for the cooperation between different 
levels of the system to achieve optimal solutions 
respecting to a particular criterion. One of the most 
important issues in the design process is that the 
minimization of some factors may cause the increase of 
another, then a compromise between them must be 
reached. 

This paper presents a design methodology that 
includes different levels of node architecture, with the 
aim of finding solutions to ensure fulfilment of the 
temporal constraints and minimise the power 
consumption. 

The paper is organized as follows. In section 2 is 
presented the related work. A proposal for the nodes 
architecture and a method to schedulability analysis for 
real time constraints in WSAN is presented in section 3. 
Section 4 presents the design procedure proposed. 
Simulation results of a case study are presented in 
section 5. Finally in section 6 conclusions and future 
work are presented. 

2. Related works 

This work integrates several aspects like network 
protocols, real-time analysis of messages and dynamic 



voltage analysis. In this section we analyse the related 
work.  

2.1. Networks protocols 
In [3], [5], [7] and [12] is analyzed the use of 

Bluetooth, IEEE 802.11b and 802.11e as control 
networks, and present a four layers architecture to 
achieve a predictable behaviour in IEEE 802.11b. 
Results presented allow concluding that IEEE 802.11e 
EDCA (Enhanced Distributed Channel Access) mode 
offers a good alternative to fulfil the real-time 
requirements of industrial applications. 

[14] examines several methods for reducing the 
power consumption at different levels of the 
communication stack in wireless sensor networks, one of 
which is the Time Division Multiple Access (TDMA) 
MAC algorithm that contributes to ensure time 
transmission bounds, to minimize collisions, and power-
aware. 

In the literature, there are several commercial devices 
that use Zigbee [26] and WirelessHART [24], which 
have lower power consumption than systems supported 
by IEEE 802.11. Zigbee is supported by the IEEE 
802.15.4-2003 protocol, which implements two basic 
types of media access, without synchronization and 
synchronization through beacons. The advantage of the 
MAC algorithm without synchronization is to facilitate 
the scalability and network autoconfiguration, however, 
there is not full guarantee of the time transmission 
bounds. 

In the IEEE 802.15.4 synchronization mode the 
maximum time to transmit information can be bounded 
using guaranteed time slots (GTS) within a superframe. 
It is possible to assign a maximum of seven slots, with a 
minimum frame period of 15.36 ms, which may be 
enough in some cases. In [6] a method for the allocation 
of GTS is presented. However, the use of GTS is 
restricted to networks with star topology, which limits 
the reliability and scalability of the application. 

WirelessHART is based on the physical layer of IEEE 
802.15.4-2006 protocol, but specifies new levels of Data 
link, Network, Transport and Application, [8]. 
WirelessHART uses a MAC mode by TDMA, with 100 
slots per second. Additionally WirelessHART allows 
developing mesh topologies networks providing 
redundant paths that permit routing messages through 
different routes to avoid broken links, interferences, and 
physical obstacles. 

2.2. Feasibility testing for messages and real time 
tasks 

By the effect of delays on the performance of NCS 
these applications have end-to-end real time constraints. 

In the general formulation, the problem of assessing 
the feasibility of a real time distributed system is NP-
hard. In order to overcome this inherent difficulty, 
problem restrictions and heuristics must be used. A 

common approach is to statically allocate application 
tasks at system nodes and locally utilize either a well 
known scheduling algorithm like Rate Monotonic (RM) 
or Earliest Deadline First (EDF), [19]. 

Distributed applications are characterized by 
precedence relationship between their tasks. If the tasks 
are statically allocated to single processors, end-to-end 
timing constraints can be analyzed by a theory which 
assumes release jitter [1]. Several papers have been 
developed oriented to analyze end-to-end schedulability, 
which have used tasks scheduling algorithms like RM 
and EDF, and MAC protocols based on TDMA, Token 
and Priorities [13], [15], [19], [20], [21]. These works 
consider the use of buffers to store messages in the 
network nodes and, employ a scheduling method to 
deliver the messages. They are based on finding the 
maximum response time of all messages. 

About tasks schedulers, in the context of wireless 
sensor networks one of the most commonly used 
operating system is TinyOS [22]. It was designed to be 
used in systems with limited resources, such as 8-bit 
microcontrollers with small memory. It is supported by a 
programming model based on components and guided 
by events, with event handlers priority higher than tasks, 
which are executed based on scheduling policy First-
Come First-Served (FCFS). However, such schedulers 
are not appropriate for real time systems. Zigbee 
products from Chipcon and Texas Instruments use a 
scheduler based on static priorities. 

Although fixed priority scheduling is the most 
popular on-line scheduling policy in real-time systems, 
usage of the EDF policy is starting to get more attention 
in industrial environments, due to its benefits in the use 
of system resources. EDF is currently available in real-
time languages such as RTSJ. It is also available in real 
time operating systems like SHark and Erika. 

2.3. Dynamic voltage scaling 
Several papers have been developed about Dynamic 

Voltage Scaling (DVS) ensuring fulfilment of real time 
constraints. In [11] a methodology based on heuristics 
for DVS is presented, which requires a low computation 
time. [18] shows a method to achieve the optimal 
operating frequency to minimum power consumption, 
however this method is very complex and therefore its 
use online is not appropriate. [9] proposes a method 
combining DVS with a task scheduler based on a task 
elastic model, which, according to various performance 
targets, adjusts the period of the system tasks. [25] uses a 
feedback control scheduling for the DVS processor and 
an EDF scheduler to scheduling tasks. 

In [16] performances of several algorithms including 
static voltage scaling were examined, which selects the 
lowest operation frequency to fulfil real time constraints. 

By using static voltage scaling, the operation 
frequency is assigned statically and is not modified 
unless the tasks set change. The advantages of this 



method are its easy implementation and the very low 
load generated to the system. However, as result of 
performing the analysis using the worst case execution 
time it is very restrictive, so the highest savings energy is 
not obtained. 

3. Nodes architecture and schedulability 
analysis 

Design of these systems is characterized by 
application constraints. In [10] a classification of 
medical, industrial, environmental and agricultural 
applications is presented. Based on this study a node 
architecture was proposed, which is presented in Figure 
1. This architecture is aimed for applications that require 
a bandwidth below to 250 kbps, have low computational 
requirements and operate in areas of small size, also 
enable the fulfilment of real time constraints and 
facilitate the implementation of strategies for saving 
energy. 

 

Figure 1. Logical architecture for nodes. 

The roles of different levels of the architecture are: 
• Tasks: perform activities related to the 

application. 
• Middleware: Receive requests from tasks to 

execute a defined scenario, understanding it as a 
set of tasks with computation requirements and 
constraints known, and send commands to the 
kernel, which based on a static voltage scaling 
algorithm, sets the correct values of frequency 
and voltage to operate the processor, and select 
the tasks to be executed by the kernel for this 
scenario. 

• Kernel: is a minimum kernel which performs the 
execution of tasks based on an EDF scheduling 
policy. 

• Hardware: It consists of two processors, the main 
processor and the coprocessor. The main 
processor executes the software and allows the 
use of DVS strategies to save energy, processors 
with XScale architecture can be used. The 
coprocessor implements the physical, data link 
and network communications layers. So these 
activities do not affect the performance of 
processing functions, ensuring the application 
quality of service and the synchronization of 
network nodes. In relation to media access control 
uses a TDMA algorithm, which is appropriate to 
fulfil with real-time constraints and to facilitate 
the implementation of energy saving strategies. 

In this proposal was assumed that all nodes are linked 
to the same network, only one hop is required to transmit 
a message, and the message storage in buffers was 
discarded. Additionally, because the size of messages in 
industrial applications is small compared to the amount 
of data supported by each message in current standard 
protocols (maximum payload in physical layer PDU of 
127 bytes for WirelessHART and ZigBee), also was 
assumed that each message is sent in the interval 
reserved for every node in the TDMA network, then the 
maximum network delay is equal to the period to repeat 
the guaranteed time slots in the TDMA. 

3.1. System Model and Notation 
Whereas a general framework where the NCS’s tasks, 

Sensor, Controller and Actuator, are executed in 
different nodes, in that sequence and using mutual 
exclusion, the following functions and concepts are 
defined: 

• SFT , is the period to repeat the slots in the TDMA 
based network. 

• CGRD , is the end–to–end deadline, measure from 
Sensor task start until Actuator task finalize, 
according to the control performance goals. 

• ST , is the sampling period used by the Sensor 
task, which is defined according to the dynamic 
system and comply with SCGR TD ≤ . 

• { }nTaskTaskTask ,...,, 21=τ , is a tasks set 
feasible by EDF policy with 

( )iiii PDWCETTask ,,= ; iWCET , iD  and iP  are 
the respective values of worst case execution 
time, deadline and period of task iT . 

• iWCRT ,  is the worst case response time for a 

iTask . 

3.2. Schedulability Analysis 
According to schedulability analysis in EDF [17]: 
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computation time that has been attended by the 
processor until time t to fulfil with all deadlines 
in the system. 

• Initial critical interval (ICI), is the time interval 
between time zero and the first time such that 
no outstanding computation exist, [ )R,0 . 

The schedulability test consists in to verify that  
ttH <)(τ  ∀  Rt ≤       (1) 

So to verify the end–to–end schedulability for tasks 
Sensor, Controller and Actuator, according to the 
previous assumptions, will consist in verifying if DS, DC 
and DA fulfil with expressions presents in table 1, with 
DS, DC and DA are the deadlines of Sensor, Controller 
and Actuator tasks respectively. 

In order to select DS, DC and DA for implementation a 
value between [Dmin j, Dmax

 j] can be used, which Dmin j  
and Dmax

 j are the minimum and maximum values of D j 
to local and end–to–end schedulability. Dmin j is obtained 
from Deadlinemin algorithm presented in [2]. 

Depending on the physical characteristics of the 
system, three more architectures can be presented for the 
control architecture, and previous parameters must be 
modified as follows: 

• Sensor and Controller in the same node: 

SS WCRTWCRT =' . 

• Controller and Actuator in the same node: 

CC WCRTWCRT =' . 

• Sensor and Actuator in the same node: In this 
case there are not changes. 

4. WSAN DESIGN PROCEDURE 

The design procedure proposed is presented in figure 2. 
The general considerations are: 

• Number and location of nodes is known. 

• Schedulability tests and system configuration 
analysis are applied offline. 

• In order to choose the best system 
configuration, for any scenario, an optimization 
process is used. 

• Delays produced by switching tasks and 
changes of system configuration were not taken 
in to account. 

 

Figure 2. WSAN design procedure. 

• In order to activate tasks for each application 
scenario, and considering than in these 
applications the number of task unassigned to a 
specific node and its code is reduced, it is 
supposed that each node has a replica of every 
unassigned task which execute depending on 
the scenario of the system. 

Table 1. Tasks Parameters to verify end–to–end schedulability 

Task Sensor Task Controller Task Actuator 
Periodic, SS TP =  Sporadic, SC TP

Min
=  Sporadic, SA TP

Min
=  

SSS DWCRTWCET ≤≤  
CCC DWCRTWCET ≤≤  AAA DWCRTWCET ≤≤  

=max
SD  

)( '
SFACCGR TWCRTWCRTD ++−  

=max
CD  

)( '
SFASCGR TWCRTWCRTD ++−  

=max
AD  

)( ''
CSCGR WCRTWCRTD +−  

SFSS TWCRTWCRT +='  SFCC TWCRTWCRT +='   



• There are not communication errors. 

• Main processor and coprocessor are not 
synchronized. 

• Local and end-to-end schedulability are verified 
by to apply equation (1) and equations in table 1 
respectively. 

• The periods and deadlines of tasks are defined 
by the application. To get the task’s WCET for 
each processor operation frequency, is assumed 
to be known the task’s WCET for the lowest 
frequency and then the WCET for the other 
frequencies is calculate using a frequency 
scaling factor, λ , therefore: 

lowii ff *λ= , then 
lowi f

i
f WCETWCET

λ
1=  

In XScale processors different operating 
frequencies can be obtained from multiplying 
by powers of two the system clock frequency. 

For present the proposed design procedure a case 
study with three nodes was considered, on which a NCS 
and an online faults detection system were implemented. 

4.1. General assumptions for the case study 
To simplify the space of solutions to the problem, we 

assume homogeneous nodes with two processor 
operating frequencies, low and high. In order to observe 
easily the effect of different configuration modes in the 
power consumption a scaling factor, λ , of 10 was 
considered. 

To calculate the WCET for sensor tasks when high 
frequency is used, a value to represent the response time 
of analog-to-digital converter (ADC) has been added, 
which does not scale. 

Network parameters are: 
• Frame size = 144 bits. 

• Data rate = 250 kbps. 

• Guaranteed time slots = 1 ms. 

• SFT  = 35 ms. 

4.2. Faults detection system assumptions 
This application consists of two Tasks. D_Sensor 

captures the samples needed to implement the fault 
detection algorithms, is periodic and is executed until to 
get the number of samples required by the algorithms. 
The other task, called Diagnostic_techniques, is 
executed only one time and performs the fault detection 
algorithms, this task doesn’t have real time constrains, 
the purpose is to finalize its execution as soon as 
possible, then for analysis effects a deadline of 5 s was 
considered. 

It is assumed that, according to the physical 
configuration of the system, D_Sensor will be allocated 
on node 1, and Diagnostic_techniques can be executed 
on any of the three nodes. The assumed WCET for these 
tasks are presented in table 2. 

In the case considered, it is assumed that the system 
degradation due to a fault does not occur quickly, so the 
diagnostic is applied only one time per day, in addition 
this task does not require a strict deadline. 

Table 2 

 
When D_Sensor is activated it gets 2048 samples of 

variables related to failures to be detect, with a sample 
period of 4 ms. When this task complete the 
measurements, sends a signal to the middleware in order 
to activate the Diagnostic_Techniques task, which 
processes the samples and generates a status report of the 
plant. This means that these two tasks are executed in 
mutual exclusion. The periods and deadlines of these 
tasks are, msT SensorD 4_ =  and msD SensorD 4_ = , the 

Diagnostic_Techniques task has a period of h24  and 
deadline msD techniquesDiagnostic 5000_ = . 

4.3. NCS assumptions 
Assumptions about the NCS system, figure 3, are: 

• Single Input Single Output (SISO) system. 

• The NCS requires three tasks, C_Sensor, 
C_Controller and C_Actuator, which are 
allocated on nodes 1, 2 and 3 respectively. 

• The delay from C_Sensor task start until 
C_Actuator task finalized, rτ , is less than or 
equal to ST . 

• The C_Sensor task is time-driven, with a 
sampling period ST , but C_Controller and 
C_Actuator tasks are event-driven. 

 

Figure 3. Representation of the NCS. 

For the case study 
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reduce the settling-time the following PI control 
algorithm was used:  

Task WCET, low 
frequency 

WCET, high 
frequency 

D_Sensor 2 ms 0.3 ms 
Diagnostic_ 
techniques 

1000 ms 100 ms 
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It is assumed an accepted performance for the NCS 
like presented in figure 4, which is generated with 

msTS 110=  and msr 80=τ , then msDCGR 80= . 

 

Figure 4. Control system response to a square 
input signal, with msTS 110=  and msr 80=τ . 

WCET for C_Sensor, C_Controller and C_Actuator 
are presented in table 3.  

Table 3 

Task WCET, low 
frequency 

WCET, high 
frequency 

C_Sensor 2 ms 0.3 ms 
C_Controller 8 ms 0.8 ms 
C_Actuator 1 ms 0.1 ms 

4.4. Cost functions 
To analyze each of the targets two cost functions have 

been proposed, F(Co)S_Comp for assessing the cost of a 
configuration taking into account parameters related to 
the computer system, and F(Co)Control to evaluate quality 
of the control parameters that affect the dynamic 
characteristics of the control system, each of which has 
the following form: 
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Ki is the weight assigned to the parameter i, Ci(Co) is 
the solution of a given configuration Co, Ci is the design 
constraint applied to the i-th parameter and it is used as a 
normalization factor; Kci is a weight assigned to the 
correction factors and Fc is a correction function. Its 
individual weights depend on the context peculiarities 
for a specific application. The correction function does 
not contribute to the cost function when the solution is 
within the allowable search space. The expression of the 
correction function is: 
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The target for the computer system is to generate an 
optimal solution to increase the lifetime of the WSAN, 
taking into consideration that all nodes depend on 
batteries for their operation. It is restricted mainly by the 
availability of energy in each of the network nodes. This 
is achieved by using the lowest operation frequency for 

each node, but getting a similar percentage of use in the 
nodes. Possible actions to influence the power 
consumption are: 

• Voltage and frequency scaling in the processor. It 
affects the power consumption in a single node 
and scale the iWCET  and iWCRT  in the 
respective node. 

• Migration of tasks between the nodes, which is 
achieved by activating the respective task in the 
selected node. It tries to find to the balance of 
power consumption and affects iWCRT  in several 
nodes. 

In the approach used in this work an indirect analysis 
of power consumption for different system 
configurations is realized, taking into account the 
following indexes: 

• 
jMfop , is the average of the nodes operation 

frequency for the configuration j in the WSAN. 

• DEjfopΔ , is the standard deviation for the nodes 
operation frequencies. 

• DEjUΔ , is the standard deviation of the 
utilization in the main processor, with the 

utilization for i tasks is ∑
=

=
n

i i

i

T
WCETU

1

. 

Regarding the performance of the control system, two 
parameters were considered. These are: 

• rM, is the average of delays rτ . 

• ΔrDE, is the standard deviation of delays rτ , 
ideally it should tends to zero, then the delay can 
be easily compensated by the control algorithm. 

The maximum operating values are selected 
according to the architecture for synthesis of components 
which have been selected, the applications constraints 
and the parameters for each scenario. These values 
restrict the choice of the best system configuration for 
any scenario. 

4.5. Obtaining the optimal configuration mode 
There are three possible scenarios for the case study 

proposed: 
I. Executing the control application. 

II. Executing the control application and the 
D_Sensor task. 

III. Executing the control application and the 
Diagnostic_techniques task. 

To get the temporal parameters for each system 
configuration, necessaries to apply costs functions, the 



case was simulated by using Truetime [4]. The values 
assigned to parameters were: 

• Computer system: 5.0=
Mf

K , 2.0=Δ DEfK , 

3.0=Δ DEUK , 150=== ΔΔ DEDEM UCfCcf KKK . 

• Control system: 6.0=MKr , 4.0=Δ DErK , 
150== Δrcr KK . 

40 configurations were obtained, out of which 30 
fulfil with end–to–end deadlines. In order to find the 
optimal configuration mode the Pareto front was 
observed. Figure 5 shows the Pareto front for scenario 
III. As can be seen, the optimization of both criteria is a 
multiobjective problem. 

 

Figure 5. Pareto front for scenario III. 

Because the Pareto front is convex, it is possible to 
find the optimal solution to multiobjective problem using 
a linear combination of weights, then the new cost 
function is: 

( ) ControloControlCompSoCompSo CFKCFKCF )()( __ +=
KCómputo and KControl are coefficients indicating individual 
weight for each function for the desired solution quality, 
which depends on the type of application. The 
coefficients used for the case study were: 

4.0_ =CompSK , 6.0=ControlK . 
The results of the optimization process were: 
• Scenario I, the optimal operation mode is when 

all nodes are operating at high frequency. 

• Scenario II, the optimal operation mode is when 
node 1 is operating to high frequency, and nodes 
2 and 3 to low frequency. 

• Scenario III, the optimal operation mode is when 
all nodes are operating at high frequency, and 
Diagnostic_techniques is executed in node 3. 

5. Simulation results 

[23] presents the following model of power 
consumption for XScale processors: 

DinamicStatic PPP +=  => fVCVIP ddLLeakage
2

2
1+=  

The model used for simulation, considering the same 
factor for scaling frequency and voltage is: 

• During the execution time of each task, 
3

02.001.0 ⎟⎟
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f
f
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• At the moment when the ICI interval is finished, 
the processor will start a low power state, then 

001.0=P . 

The simulation results coincide with the analysis 
made by the optimization process. Figures 6 and 7 show 
the response of the control system for a configuration 
mode which minimize F(Co)Control, and the configuration 
mode which minimize F(Co)S_Comp in scenario III 
respectively. 

As can be seen, because the two configurations fulfil 
with end-to-end deadlines proposed, in both cases the 
control system response is coherent with accepted 
performance for the NCS, although there is a better 
response in the configuration presented in figure 6 by 
presenting a smaller delay. 

However, the power consumption in the nodes is 
higher in the configuration presented in figure 6, then the 
lifetime of the application is decreased, and the system 
will be unstable 7s after the simulation start as a 
consequence of the completion of energy at node 2. 

 

Figure 6. Response of the control system for a 
configuration mode which minimize F(Co)Control 

in scenario III. 

 

Figure 7. Response of the control system for 
the configuration mode which minimize 

F(Co)S_Comp in scenario III. 

6. Conclusions 

A method to get the optimal configuration of the 
system, supported on cost functions related to power 
consumption and delays in the control loops was 
presented. The results show the importance of realizing 
balance between parameters in the design of WSAN in 
order to minimize the power consumption and delays. In 
addition by the use of the design method proposed the 
control specifications have been fulfilled. 



Future work will focus on to include the routing 
protocols in the design procedure, and to automate the 
optimization process and integrate heuristics to facilitate 
the process and reducing the number of options 
examined. 
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