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Abstract

This paper describes an implementation of a region-based memory manager that performs the allocation and deallocation in constant-time. Also, additional functionality for generating arrays which can grow arbitrarily has been implemented. Thus, external fragmentation is overcome, and the appearance of memory leaks has been considerably reduced. All these features make this allocator particularly useful for computer vision applications. The main goal has been to replace the general purpose allocator on some critical places in order to remove fragmentation and improve performance. The use of Regions also reduces programmer burden. The main disadvantage of this method is that it leads to a higher memory consumption peaks than general-purpose allocators. System developers need to establish an upper bound for the maximum memory that can be allocated at once. In this paper, the performance of our approach has been compared against an architecture-optimized general purpose memory allocator in a real-time vision application.

1. Introduction

Memory management is a critical issue on computer vision algorithms. These systems work on long term executions or even on a permanent way. Vision systems make intensive use of memory, as they have to work with large amounts of data. Computer vision algorithms performance rely strongly on memory access times, therefore, on caching mechanisms and memory contiguity. Some of this data will be dynamic and, thus, a good management of it is essential. The most extended general-purpose memory allocators (GPMA) rely on data structures known as heaps. On heaps, free blocks and assigned ones are indexed, keeping track of their location, size and other features.

However, GPMA suffer from the largely studied fragmentation problem. Fragmentation occurs when a block surrounded by assigned chunks of memory is freed; then, a hole appears. Having holes is a problem, as the total free memory is bigger than the maximum memory we can assign at once. In addition, heaps must search for a hole big enough to fit the required data. In long executions, lots of holes lead to slower searches and to a reduction of system performance or even to its instability unless some sort of garbage-collection algorithm is used. Such algorithm may introduce nondeterministic processing overload and, hence, it is not interesting from a time-constrained-system point of view.

Some commercial systems for Digital Signal Processors development, (as the Analog Devices used in our work) have kernels with libraries for memory management based on next-fit policy. This policy is simple; it keeps a linked list of free memory chunks and, when the user requests memory, it searches for the next chunk of memory where the data fits, starting from the last chunk where memory was allocated. Bays [1], made a study in which stated that next-fit performs worse than first-fit and best-fit in fragmentation terms\(^\text{1}\). Despite not being the best memory allocator, next-fit provided by Analog has been written in assembler and has been optimized to work on Analog’s processors. In fact, we found that the best performance with low fragmentation was achieved by this allocator. For this reason, this architecture-optimized GPMA has been chosen to be compared against the region-based memory allocator (RBMA) which is presented in this paper, because the platform used in our work is the Analog’s Blackfin BF561 dual core DSP.

On vision systems, efficient data access policies are required as a must have. Working with images causes huge quantities of memory accesses and, if not correctly managed, the low performance would cause vision algorithms to be useless. Physically contiguous arrays are the solution to optimize memory accesses on incremental reads, typical of vision systems. This way of storing data reduces cache misses when writing or reading memory, thus improving performance. In order to create an array on a general purpose memory allocators, two parameters are

\(^{1}\)We do not intend to explain here the policies for memory management. For a deeper study on memory allocators see [9].
needed at the time the memory is requested: the size of each element and the number of elements the array is going to contain. However, this is a problem as in some situations it is impossible to determine how many elements will be used a priori.

By using regions, problems above mentioned can be solved. A region is a chunk of memory used to serve memory requests. The main property of a region is that all the objects it contains are freed at the same time, and it is not possible to free individual objects. Regions have been an alternative to garbage-collection or explicit deallocation memory management policies. In [4, 12, 5] some examples of implementations of region-based memory allocators (RBMA), are reported. Also, Berger et al.[2] made a very interesting study on custom memory allocation algorithms and stated that, in general, custom memory allocators provide lower performance than general-purpose ones. However, custom allocators can provide an important speed-up on specific applications which can make use of them. In [6] an hybrid allocator is presented, where different policies can be used within the same memory space. Thus, this allocator can be tuned to meet application needs, in terms of memory consumption against performance. One of the most extended memory managers used today is the developed by Lea [8], and performs better than many custom memory allocators. In [10] a new constant-time memory allocator that allows its use on real-time systems has been described. Also, Hasan [7] has published a recent study about the upper bounds of memory storage for two different allocators: a general allocator that can allocate memory blocks anywhere in the available heap space, and a more economical first-fit allocator constrained by the address-ordered policy.

The use of a RBMA allows the user to avoid keeping complex structures to manage the memory allocation policies above mentioned. As a counterpart, the RBMA exhibits a higher memory overload, as regions do not allow individual objects to be freed. Thus, deprecated data cannot be deleted until the whole region is cleared. As already indicated, this could be a problem on systems with hard memory constraints. However, this is not likely to be the case of vision systems, where usually high performance processors are used.

In this paper, an implementation of a RBMA for its use on vision systems is presented. Despite this RBMA has been developed under the framework of computer vision project called SENSE. This project is a surveillance application, composed of several processing layers, each one running on a different processor. More info on SENSE can be found in their web page [11]. There are two low level layers processing audio and video. These layers feed the high level unit, which analyses the data and detects the state of the environment. The RBMA has been implemented in the scope of the video low level layer. This layer is in charge of detecting moving objects on scene and classifying them (people or luggage). The high level processing unit receives information about the classes and position of the objects and tracks them. In order to have a consistent trajectory inference, a good frame rate has to be provided by the low level video processing layer.

Fig.1 depicts the block diagram of the SENSE video processing algorithm and the distribution of the phases of the algorithm between the two cores of the used processor. Notice that the first phases of the algorithm run on core A and the last ones on core B. As depicted, each processor has a global execution cycle, which we call system cycle. For example, for core B, the system cycle starts with the labeling of the image and ends when it has transmitted the results of the analysis.

Memory management has been one of the most com-

![Figure 1. SENSE algorithm overview and execution pipeline for each core on processor Blackfin BF561](image-url)
plex parts of the SENSE vision system. As seen on Fig.2, a distinction has to be made between different memory types:

- **Static memory.** The major part of the memory has been assigned as static memory. Specifically, all the images used by the system are stored statically. First, there is no point on allocating and releasing memory for each different time. Instead, the space is reused. But there is another reason for this, which is the most important one. The images must be distributed strategically over the different memory banks in order to get the best performance. Therefore, each phase will read an image stored on a memory bank and will write the results on a space allocated on a different bank.

- **Fixed block size dynamic memory.** The application deals with objects of the same type and, so, of the same size. We can avoid fragmentation produced by these objects by using memory pools. Memory pools are structures that manage blocks of memory with the same size.

- **Variable size dynamic memory.** There are many buffers which will have variable sizes. For example, the contours of the objects will vary from one frame to another, as the geometrical properties will be surely different. All the auxiliary buffers used by the vision algorithms, the geometrical properties of the objects and other non-fixed size dynamic memory are considered here.

This paper is focused on variable size dynamic memory. This kind of memory supports complex geometrical treatment as well as tracking algorithms. Although allocated buffers have small sizes, the number of allocations and deallocations can be very high. This condition makes the system to suffer from great fragmentation and is one of the reasons that motivated the development of our region-based allocator.

3. Description of the proposed RBMA model

Vision systems, like many other systems, have a cyclic nature. The whole process is a cycle which is repeated with each incoming frame. According to this, we can distinguish two kinds of data: *temporary* or *cyclic* data, which lasts for only a cycle, and *persistent* data, which lasts for many frames. *Temporary* data uses auxiliary buffers for image processing and geometrical data of the objects. Object geometry is intrinsic to a frame and gets deprecated when a new frame comes into the system. *Persistent* data corresponds to the high level data used to describe the scene. For example, in a surveillance system where people is tracked, each person is represented by a high level structure (id, position, velocity, size, etc...) and, as long as that person remains visible, this data will remain on the system. Thus, *persistent* data can always be stored as *fixed block size memory* and *temporary* data as *variable size memory*.

As stated before, if we store temporary and persistent data on the same memory structure the memory will suffer from fragmentation. Indeed, storing temporary data can produce fragmentation. Hence, the first solution to the fragmentation problem is to split persistent and temporary data into two different memory allocators, treating them separately.

Using the same allocator to store temporary data greatly simplifies their treatment. As we know that all data is going to be useless at the same time (at the end of the cycle), we can get rid of the GPMA and use regions. Unlike GPMA, in region allocators all the data stored is released at the same time. Buffers cannot be freed individually. This is the main feature (and also its main advantage) of the regions against general purpose allocators. Unlike GPMA, which need to perform a search over the memory to find a chunk large enough, on RBMA, the allocation is performed in a single step. This is also true for releasing operations, which are done on a single instruction. Indeed, GPMA requires the programmer to cover all the possible situations of the program that could produce a memory leak, so the region allocators are also much safer on this point. One disadvantage of the RBMA is that they keep all the allocated memory until released at the end of the cycle, whether it is still referenced or not, thus, using more memory than needed. This may cause some problems on systems with memory limitations.

The structure of the presented RBMA is depicted on Fig.3. We have an structure holding four values: *starting address* of the region, *address* of the free memory, *size* of the region and *used memory*. Memory is assigned by increasing the free memory pointer. When a region
is cleared, the free pointer is updated to point to the start of the region. All these operations are very efficient and of constant (and hence predictable) cost. When allocating memory, only a sum is needed; when freeing memory, just an assignment is needed. The following fragment of code illustrates the provided API operations:

```c
region_t* new_region(int memsize);
int delete_region(region_t *region);
void *ralloc(region_t *region, int size);
void rfree_all(region_t *region);
void *rnew_array(region_t *region,
    int itemsize,
    int *maxsize);
void rclose_array(region_t *region,
    int nitems);
```

A C-based interface is provided for working with regions, including operations for allocation and deallocation of objects, array generation and region creation and destruction. The interface is very simple and, as the programmer does not need to free the objects, the programming burden is reduced and, so, the occurrence of a memory leak due to an uncovered program situation.

A very interesting issue with the proposed implementation of the RBMA is that the delivered memory is always located to the bottom of the region. We have taken profit of this fact to implement a function to generate arrays. One of the problems of GPMA is that a specific size has to be provided to the memory manager at allocation time. Hence, arrays cannot grow arbitrarily with this allocators. A good example of a situation when arrays must grow arbitrarily is the case of image labeling algorithms and, more specifically, the algorithms based on contour tracing technique, as described in [3]. In particular, this labeling algorithm performs a search over a binary image to find an object. When it finds an element, a second search is performed to find all the pixels that belong to the contour of that object. Contours are later used, for example, to perform pattern recognition. These algorithms will surely need an efficient data access policy. As stated above, physically contiguous arrays are the most efficient way of accessing data incrementally, as this reduces cache misses.

Fig. 4 depicts the proposed method to generate arrays without the need of knowing how many elements they are going to have. We take the starting element of the array as the address of the free memory (a). As the array grows we simply update the free memory pointer with the size of the items (b). Once the array is completed (c), it is closed and the free memory pointer is rounded to a relevant boundary, in our case a 4 bytes one.

There are two different methods to perform array growing. The first one is to update the free memory pointer as the array grows. This implementation provides higher safety when generating the array, but introduces some extra processing overload, as we have to include the update operation of the free pointer for each element. The second method is to ignore memory allocation until the whole array is generated, and then update the memory pointer, indicating the final size of the array. This last way is faster but unsafer, considering that the system is accessing memory addresses that are still not managed by the allocator. Another source of problems arises when there is not enough memory on the region for the array. In this case access to protected memory regions could be done while generating it.

Despite of this inconvenient, the second method is the one we have decided to use on our SENSE system [11] because of its higher performance. Consequently, to ensure the safety of the region, several factors must be taken into account. As stated above, array generation can be a source of errors if not correctly managed. When a new array is generated, we have to check how many memory remains on the region in order to narrow its size. Some other constraints have to be met when generating an array:

- First, the generation of an array must be done in a single cycle, before the region is cleared.
- Second, there cannot be any other memory allocation process while the array is growing, so we cannot mix data.
And third, as in all arrays, all the allocated data must be of the same type.

In conclusion, we can understand array generation as a temporal allocation of the whole remaining memory on the region. When the array is finished, we release the memory we have not used.

A problem arises when an array is being generated. If an array grows beyond the limits of its region, it may crash the system. For this particular case, an off-line study to establish the region size has been made. The memory capabilities of the embedded platform used have allowed us to establish a very conservative region size which we know the system will never reach. Other systems may have more strict memory requirements and thus, may have to make use of more defensive programming methods by using the maxsize API parameter when calling rnew_array(), at a cost of a lower performance.

The RBMA can be extended to a multithreaded application. Each thread should make use of its own region, despite several threads could be sharing the same one. In that case, additional considerations about critical regions should be taken into account.

4. Experimental results

In this section, we present the experimental results obtained with the described RBMA on runtime. The system has been implemented with the VisualDSP 5.0++ editor and runs on a Blackfin BF561 600MHz dual-core processor with 64MB of external RAM, 128KB of shared L2 data memory, and 64KB of L1 separated instruction/data memory for each core.

First of all, figure 5 depicts the results obtained for both allocation and release operations in terms of clock cycles. Due to the target applications for which this processor is focused, the clock may be configured to different speeds (i.e. to reduce power consumption). Thus, the real execution time is variable for each application but can be obtained from this data. For allocation operations, the mean time spent is 407.53 clock cycles, with a standard deviation of 14.86, and a maximum latency of 465 cycles. For the release operations, the mean is 105.6 and the standard deviation is 4.65, with a maximum latency of 149 clock cycles.

As stated above, the kernel used has been VDK, which implements the basic functionalities of a kernel (threads, semaphores, driver interface, and so on). We have also compared the results obtained with the above described RBMA against the pre-built system one. We have run the system under three different stress conditions, in order to obtain a better view of the performance improvement. For the low system load execution, we had an average of two objects on the scene. The medium system load was caused by a transit of seven to eight objects. Finally, the highest load was produced by 20 or more transiting objects.

We have also compared the execution times of the GPMA, using the next-fit strategy, and our RBMA. These times have been obtained as the total time spent by the application allocating and deallocating memory over each frame. In order to compare the performance of the RBMA against GPMA in an exact way, the results have been measured using both allocators on the same execution of the same code. That is, all memory assignment operations were performed twice, once for each allocator. While not affecting the system performance, this way of measuring the allocators performance is the most exact one. The allocators are called the same number of times and the memory requirements are identical. Fig.6 illustrates these results.

As can be seen in the Fig.6, the proposed RBMA has better execution times over any system load in comparison to the general purpose one. Times achieved by the RBMA are approximately three times better than that obtained with the GPMA. Of course, time spent on memory allocation and deallocation instructions is quite low, and does not affect in a significant way the framerate of the system (about 133ms, corresponding to 7.5 fps). However, one of
the problems of the non deterministic nature of this particular vision system is that as scene gets crowded, every phase of the application consumes more time. The more objects are on a scene, the more features we have to extract, a higher number of objects must be classified, and so on. Notice this effect on Fig.6. Times under stress situations can raise up to 0.45 ms for GPMA, whereas the RBMA raises up to 0.16 ms.

Every memory allocator produces some internal fragmentation, because they allocate more memory than requested. This is usually due to the need of meeting architecture constraints. Structures are usually the main reason of internal memory fragmentation, as they are usually resized to architecture boundaries (typically 4 or 8 bytes). In our system, the buffers managed by regions were composed of basic types which are better packed than structures and cause minimal fragmentation. On our results, we have considered negligible the internal fragmentation.

Regions have the immediate benefit of simplifying system implementation as there is no need to keep track of every buffer to free it when necessary. The counterpart of regions is that they produce a higher memory overallocation due to the reason that individual objects cannot be freed from a region. We evaluate the memory overallocation as the relationship between memory used and memory needed. This parameter has been measured during runtime on our system and its statistical distribution has been presented in the Fig.7.

We have measured a mean overallocation of 1.168 with maximum peaks of 1.483. This could be a problem in applications which exploit intensively the memory. For this particular case, the total dynamic memory managed by regions was low enough to be affordable by the system. Taking into account the system capabilities (64 MB of RAM) and the memory usage depicted in Fig.8, having a memory overallocation of several KB is not significant. However, we have to interpret this result very carefully, as it is given in percentage of memory. If the memory
consumption were too high, the overallocation could be unaffordable.

Regarding memory usage depicted on Fig.8, this, as well as memory overallocation depicted on Fig.7, have been measured under high stress conditions, in order to give an idea of how many variable-size dynamic memory the system is going to use. These results show that the variable-size memory usage, in relation to the total memory needed by the system, is negligible.

Figure 8. Histogram of the total memory usage during an execution over a crowded situation.

5. Conclusions

A constant time RBMA has been presented. The features of this allocator makes it very attractive for its use on computer vision applications. RBMAs are a very good alternative to GPMAs in systems which can make use of them. They reduce programmer burden and, so, the possibility of appearing memory leaks. Results obtained show that performance is better than that provided by a GPM. Also, fragmentation problems are overcome, which are a source of unpredictability and instability.

Also, a new method to generate physically contiguous arrays has been presented. A very simple interface for array generation has been given. Vision system developers will find very useful this functionality, which fits very well with the new labeling algorithms, based on contour tracing.

Finally, on the SENSE project, we have to state that the benefits of the allocator have come, besides performance, from a much better system stability. Having the different memory types separated reduces the complexity of the memory management, allowing more efficient algorithms and easier programming for vision system developers.
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